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The Right to Privacy in the Digital Age: Navigating Evolving
Vulnerabilities and Legal Frameworks

This short article is written by Dr. Puranjan Prasad Paul, Assistant Professor, Faculty of Law,
The ICFAI University Tripura

Abstract: The shift into the digital age has utterly transformed the concept of privacy,
moving it beyond old-fashioned concerns to face complex new challenges. The core issue is
how massive data collection, powerful Artificial Intelligence (Al), and pervasive social media
now threaten our personal space. Historically, privacy has evolved from a simple property
issue into a recognized fundamental human right. The article highlights key digital dangers:
vast surveillance by corporations and governments, the inherent unfairness of algorithmic
bias, and the slow erosion of individual freedom through data profiling and the "chilling
effect” on free expression. It then examines global legal responses, specifically analyzing the
GDPR, the CCPA, and India's DPDP Act, noting their strengths and weaknesses. To fully
protect privacy, the article ultimately proposes a holistic approach involving
"privacy-by-design," demanding more transparency, implementing robust technical
safeguards, and fostering international cooperation to secure our data in an interconnected

world.

Keywords: Right to Privacy, Digital Privacy, Social Media Privacy, DPDP Act
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1. Introduction

The shift in the concept of privacy has been profound since the rise of the digital age.
Historically, privacy was a simpler idea as it implies the "right to be left alone," mainly
protecting a person's physical space and possessions. Today, however, its meaning is far more
complex, focusing heavily on issues like data protection, digital surveillance, and an
individual's autonomy in the online world. This transformation is a major departure from the
older, more limited view that tied privacy to physical location.! Privacy law started by
focusing on concrete things: protecting your home from physical entry and keeping your
personal papers secret. However, this traditional, physical approach wasn't enough once
technology took off. With the rise of the internet and digital communication, our
understanding of privacy has to evolve drastically, making it a much more intricate and
challenging concept in today's digital world.

Digital privacy is basically your right to control how your personal information—Ilike your
data, your online conversations, and your overall identity—is collected, used, and shared on
the internet. It's a huge deal today, combining information privacy, communication privacy,
and individual privacy into one essential concept. Historically, privacy was all about
protecting physical things, like your home or paper documents, but society's understanding
has shifted. Now, the main focus is on controlling the information itself, a concern that
actually started popping up as far back as the late 19th century with the arrival of new
technologies.’ New technologies are sparking understandable worries that they could intrude
on our private lives even without physically crossing a boundary. While privacy is a core
right, it's not unlimited. Any limits placed on it must meet a high bar: they need to be set by
law, serve a legitimate goal, and be proportionate—meaning they use the least invasive
methods possible. Importantly, these restrictions can't destroy the essential nature of the
privacy right itself and must respect other human rights. Beyond being valuable on its own,
privacy is also essential because it supports other freedoms, like freedom of expression, and
is key to individuals being able to participate meaningfully in democracy and fully exercise

their autonomy in free societies.

" Samuel D. Warren & Louis D. Brandeis, The Right to Privacy, 4 Harv. L. Rev. 193, 195 (1890).
2 Semayne’s Case, (1604) 77 Eng. Rep. 194 (K.B.).
3 Entick v. Carrington, (1765) 95 Eng. Rep. 807 (K.B.).
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2. Privacy in Digital Age: A Transitive of “Right to be left alone” to

Information Control

The understanding of privacy has evolved considerably from its historical roots. In English
common law, privacy was closely associated with property rights, with protection largely
framed in terms of nuisance or trespass®. Landmark cases such as Semayne’s Case (1604)
emphasized the sanctity of the home, famously declaring that "the house of everyone is to
him as his castle," while Entick v. Carrington (1762) aftfirmed the protection of private
documents and secrets. At this stage, legal safeguards primarily addressed physical intrusions
and the security of tangible property.

A major conceptual shift occurred in the late 19th century, notably with the influential 1890
Harvard Law Review article, The Right to Privacy, by Samuel Warren and Louis Brandeis.
They argued for a privacy right distinct from property, highlighting "the right to enjoy
life—the right to be let alone," thereby expanding privacy to encompass personal autonomy
beyond mere physical protection. They also foresaw challenges posed by emerging
technologies, including instantaneous photography and sensationalist journalism, which could
threaten private life

Throughout the 20th century, American jurisprudence further shaped this concept. Cases such
as Pavesich v. New England Life Insurance Company (1905) and Griswold v. Connecticut
(1965) introduced the idea of "zones of privacy" derived from constitutional protections,
laying the foundation for broader privacy safeguards. In today’s digital era, the focus of
privacy has shifted toward control over personal information. Contemporary privacy is
largely defined by an individual’s ability to govern how their data is collected, used, and

shared in the online environment.

3. Philosophical Underpinnings of Privacy and Human Dignity

Human dignity as the root of human rights, including privacy, Human rights are generally
rooted in human dignity— which refers to “the intrinsic value that each person possesses
simply because he or she is a human being”.’ This idea serves to justify and ground the
acknowledgement of these rights. Several philosophical perspectives assist in understanding

human rights: Natural Rights Theory states that capabilities attributed to humans as a

4 Pavesich v. New England Life Ins. Co., 50 S.E. 68, 70 (Ga. 1905).
® Griswold v. Connecticut, 381 U.S. 479, 484 (1965).
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consequence of their humanness are inherent and derivative of natural law, Positivist theory
maintains that there is no reason for rights to exist outside of legal systems at both national
and international levels while Social Contract Theory explains individual agreements that
come together to form societies and govern. Privacy, as a feature of human dignity, protects
autonomy by creating 'spaces' shielded from intrusion.

Modern digital platforms, especially social media, are seriously undermining the core idea of
privacy that protects our dignity and freedom. The philosophical basis for privacy is being
chipped away because these platforms use algorithmic profiling. They gather huge amounts
of our personal data—Ilike what we like, how we act, what we look at online, and where we
go—which poses a real threat to our autonomy.® Sophisticated Al is constantly studying our
data to guess what we'll do next, make automatic choices, and steer our actions—and most of
the time, we have no idea it's happening or haven't agreed to it. This constant tracking and
profiling deeply affects our lives. It can be used to nudge our behavior through things like
highly targeted ads or even misinformation, essentially sorting us into categories, which
ultimately shapes the opportunities and experiences available to us.’

Privacy isn't just about keeping secrets; it's about respecting a person's ability to decide for
themselves. When algorithms, often invisible, sort us and predict our behavior without our
true knowledge or consent, we lose that fundamental power. This lack of control and
awareness compromises our self-determination, which is the very thing privacy laws are
meant to safeguard.. A major threat is algorithmic bias. These systems learn from data that
might be flawed or incomplete (like looking only at one group of people), so the system's
"judgments" can be unfair. This isn't just a technical glitch; it translates into real-world
discrimination in vital areas like getting a job, securing a loan, receiving healthcare, or being
assessed for certain services. ®. Such outcomes strike at the core of individual dignity and
self-worth. These challenges highlight the necessity for legal frameworks that go beyond
traditional data protection, actively safeguarding human agency and dignity against opaque

and manipulative profiling practices’.

4. Digital Vulnerabilities: Threats to Privacy

Digital tools are now so deeply woven into our daily lives that they've created major new

risks for our privacy. These threats come from several places: huge amounts of data being

6 K.S. Puttaswamy v. Union of India, (2017) 10 SCC 1 (India).
" Number Analytics, Privacy and Human Dignity in the Digital Age (2025), https://www.numberanalytics.com/
8 Aadhaar v. Union of India, (2018) 1 SCC 809 (India).

® Navtej Singh Johar v. Union of India, (2018) 10 SCC 1 (India).
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collected by both companies and governments; the unpredictable nature of Al and the
algorithms that make decisions about us; and the unique challenges posed by social media.

Essentially, the digital world is constantly straining our right to keep our lives private.'

4.1 Mass Data Collection and Surveillance: Special Emphasis on Government
Approach, Internet of Things and Social Media

Governments often justify the collection of personal data on the grounds of advancing the
public interest, such as preventing cyberattacks, fraud, or acts of violence. In practice,
however, these efforts frequently manifest as expansive surveillance regimes."" The use of
advanced monitoring technologies by state actors risks infringing upon the right to privacy
and, when unchecked, can enable broader patterns of repression.

Mass surveillance is a practice where governments or organizations extensively monitor
whole populations, collecting, analyzing, storing, and using people's data regardless of
whether they're suspected of any crime. This level of monitoring is frequently criticized for
not being a necessary or appropriate response to its stated goals.'” The use of advanced
biometric technologies like facial recognition, DNA profiling, and fingerprinting
significantly worsens these privacy worries, especially when there aren't strong laws to
protect people. For instance, facial recognition is known to disproportionately misidentify
people with darker skin tones, leading to serious consequences like false arrests."
Furthermore, government bodies have sometimes bypassed standard legal protections, such
as needing a judicial warrant, by simply buying sensitive personal information directly from
data brokers."

The struggle to balance security with freedom is a persistent issue. Governments frequently
justify surveillance by citing national security, public safety, or economic benefits, but these
measures often erode individual liberties. Such surveillance can stifle free expression,
discourage the exercise of fundamental rights, and introduce new technological avenues for
discrimination, including gender-based violence. It's particularly troubling how these systems
tend to magnify existing systemic biases, disproportionately affecting racial, religious, and

ethnic minorities."> For instance, the greater error rates of facial recognition technology on

10 Schrems 11, Case C-311/18, ECLI:EU:C:2020:559. '
" Universal Declaration of Human Rights art. 12, G.A. Res. 217 (II[) A (Dec. 10, 1943). *

2 Privacy Int’l, The Chilling Effect: Surveillance & Freedom of Expression (2019),
https://privacyinternational.org/report/2250/chilling-effect-surveillance-freedom-expression. A
'3 Brookings Institution, Algorithmic Bias Detection and Mitigation: Best Practices and Policies (2020). b
' Tufts Univ., Data Brokers and Government Surveillance (n.d.), https://sites.tufts.edu/dataprivacy/ rv >
'*  Brookings Institution, Facial — Recognition — Technology —and  Algorithmic  Bias  (2020),
https://www.brookings.edu/research/facial-recognition-technology-and-algorithmic-bias.
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darker skin tones highlight how surveillance can worsen social inequities.'® This
demonstrates a harsh reality: actions intended for the collective good can actually diminish
personal freedoms and exacerbate social injustices. Because vulnerable groups shoulder the
greatest burden, there's a critical need for increased oversight, transparency, and
accountability to prevent these technologies from becoming instruments of oppression or
systemic discrimination.

The Internet of Things (IoT) is everyday devices connected to the internet, often using Al
and edge computing is growing fast, but it's creating big new worries about privacy. These
gadgets constantly gather very personal information, like where you are, your health data, and
what you do, often without clearly telling you how they'll use it or getting your real
permission. The biggest problem is that these devices are typically easy to hack because they
use weak passwords or old security methods. Their designs are complex, making it hard to
spot flaws, and many never get security updates. Plus, the data they send isn't always securely
encrypted. All these flaws mean people can be spied on—for example, smart speakers could
accidentally record and send private talks—or the devices themselves can be taken over and
used for cybercrimes like botnet attacks or ransomware.

The central issue with the Internet of Things (IoT) is that it turns our everyday
environments into zones of constant, hidden data collection, fundamentally eroding our
control over our personal information. Unlike actively engaging with a website, these smart
gadgets embed surveillance right into our homes and daily routines, gathering data passively
and often completely out of our awareness. This lack of transparency makes it incredibly
difficult to tell if a device has security flaws or has been compromised. Since most people
aren't cybersecurity experts, they typically don't take the necessary precautions, escalating
the risks. Because this data is collected in the background, without us taking any specific
action, we can't genuinely offer informed consent—we simply don't know what's being
taken or for what purpose. This continuous, invisible data harvesting completely upends
traditional notions of privacy and clearly signals a pressing need for updated regulations to
govern this pervasive, embedded surveillance.

People tend to share too much personal stuff on social media, like their birthdays, where they
live, and private life details. This oversharing puts their privacy at high risk for things like
identity theft because it exposes sensitive information to huge, public audiences.

Cybercriminals actively look for this data, they dig through profiles to find personal details.

16 Workplace Fairness, Employment Discrimination, https://www.workplacefairness.org/discrimination
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They then use this info to trick people (a tactic called social engineering) or to try and guess
passwords for other online accounts. Also, the social media companies themselves are
heavily involved in using this personal data like your email, birthday, and location to show
you targeted ads and analyse what you like. Basically, everything you post makes it easier for
bad actors and the companies themselves to know and use your private information.

Beyond external threats, the illusion of control and the persistence of the digital footprint
represent fundamental challenges. Users often share content online without the caution they
would exercise in physical spaces, overlooking the long-term consequences of disclosure.!”
Once information is posted, control over it is effectively surrendered, as deleted content may
remain within platform databases or be retrieved through third parties. It's really hard to truly
delete your data these days, which makes the idea of a "right to be forgotten" tough to
achieve. Companies often share your data with others, and since fewer major platforms exist,
it's harder to find privacy-friendly alternatives. Plus, anything digital tends to stick around
forever. All of this means your information can be accessed for a long time, exposing you to

long-term privacy dangers like damage to your reputation or a higher risk of identity theft.

4.2 Impact on Freedom of Expression: The " Chilling Effect"

When social media companies constantly watch and collect a lot of data on users, it creates
something called the chilling effect. Essentially, because people know they're being
monitored, they start to hold back or change what they say and how they act online. They do
this because they're afraid of being judged or facing negative consequences.'® This
self-censorship is a big problem because it makes people less likely to freely express
themselves and makes it harder for society to be innovative and evolve. It also hurts public
discussion by reducing the number of critical or different viewpoints and makes it tough for
journalists to get information from whistleblowers. In really strict countries, this surveillance
can even be used as a weapon to silence activists, crush political opposition, and damage
democracy.

This reality reflects the modern digital panopticon, echoing Michel Foucault’s notion of
panopticism, where constant observation fosters compliance and self-discipline.” In the

digital sphere, governments and corporations exercise such control through opaque terms of

7 OIT UTK, digital footprints, https://www.example.com.
'® Prof. (Dr.) Shruti Bedi, Digital Democracy and E-Governance: A Transformative Approach (n.d.), available
at https://www.ucc.ie/en/media/academic/law/vnuconference2020/2.Bedi%2CDigitalDemocracy.docx.

19 Citizens and Technology, The Role of Technology in Enhancing Citizen Engagement (2020), available at
https://www.citizensandtechnology.org/report2020
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service and pervasive monitoring practices. Continuous awareness of surveillance heightens
cognitive strain, producing anxiety, stress, and a diminished sense of autonomy.? Over time,
this leads to surveillance-induced conformity, where individuals align their behavior with
perceived expectations rather than exercising genuine freedom.

The implications for democracy are profound. The chilling effect curtails dissent, weakens
public trust in institutions, and disproportionately burdens marginalized communities.
Moreover, political actors increasingly exploit personal data to manipulate electoral processes
and polarize societies. In this sense, the digital panopticon does not merely infringe upon
individual privacy and autonomy—it corrodes the very foundations of democratic life by
stifling open debate, discouraging civic participation, and amplifying manipulation and

polarization.

5. Legal and Regulatory Responses to Digital Privacy Challenges

In light of the mounting threats to digital privacy, governments and international bodies have
developed a range of legal and regulatory frameworks, complemented by significant
jurisprudential advances in countries such as India. These measures are designed to create
robust standards for data protection, safeguard individual rights, and impose clear
responsibilities on both state and private actors engaged in the collection, storage, and use of

personal information.

5.1 General Data Protection Regulation (GDPR): Principles, Rights, and Enforcement

The European Union's General Data Protection Regulation (GDPR) stands as a benchmark
for data privacy, extending its applicability to any entity processing the personal data of EU
consumers, irrespective of their geographical location (IEEE, n.d.). The GDPR is founded
upon seven core principles: Lawfulness, Fairness, and Transparency; Purpose Limitation;
Data Minimisation; Accuracy; Storage Limitation; Integrity and Confidentiality (Security);
and Accountability.?’ These principles guide data processing activities to ensure respect for
individual privacy.

The regulation grants data subjects a comprehensive suite of individual rights, including the
right to be informed about data processing, the right to access their personal data, the right to

rectification of inaccurate data, the right to erasure (often referred to as the "right to be

2 Studyonline UTS, Unlock Your Future at Experience UTS Day 2025 (2025), available at
https://studyonline.uts.edu.au/blog/unlock-your-future-experience-uts-day-2025.
21 Cyberpilot, (Cyberpilot Publishing 2025).

10
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forgotten"), the right to restrict processing, the right to data portability, the right to object to
processing, and specific rights related to automated decision-making and profiling.”
Enforcement of the GDPR is primarily carried out by national Supervisory Authorities (SAs)
within each EU member state, overseen and coordinated by the European Data Protection
Board (EDPB).?* Penalties for non-compliance are notably stringent, with fines potentially
reaching up to €20 million or 4% of an undertaking's total global turnover for severe
violations, whichever is higher.

The General Data Protection Regulation (GDPR) is a pivotal piece of legislation, widely
acknowledged for establishing a rigorous global benchmark for data privacy rights. Its
detailed framework, encompassing comprehensive principles and strong individual rights, has
fundamentally influenced regulatory development worldwide. This influence is evident in the
adoption of similar provisions by various jurisdictions, notably Brazil, California, and
Canada, solidifying the GDPR's status as a foundational model for data protection globally.**
The General Data Protection Regulation (GDPR) exerts a significant extraterritorial influence
on global business operations by regulating the personal data of EU residents irrespective of a
data processor's location. Despite setting a global benchmark for data protection, its
enforcement across sovereign borders is challenging. The Schrems II judgment vividly
illustrates this tension; the Court of Justice of the European Union (CJEU) found that U.S.
surveillance practices lacked a level of data protection "essentially equivalent" to the GDPR's
standards. This decision not only invalidated the Privacy Shield framework for transatlantic
data transfers but also mandated supplementary safeguards for the use of Standard
Contractual Clauses (SCCs). Consequently, the GDPR's ambitious scope is inherently
constrained by the diversity of national laws concerning state surveillance and data access,
creating a highly intricate compliance environment for multinational enterprises and
highlighting the persistent conflict between facilitating international data movement and

maintaining stringent privacy protections.

5.2 California Consumer Privacy Act (CCPA): Consumer Rights and Business
Obligations

The California Consumer Privacy Act (CCPA) represents one of the most comprehensive

state-level data privacy laws in the United States, granting California residents significant

22 Fortra, What Is Data Privacy?, Fortra (last visited Sept. 29, 2025), https://www.fortra.com/data-privacy.
3 Usercentrics, Privacy in the Digital Age, Usercentrics (2025), https://www.usercentrics.com/privacy.
24 IEEE, Understanding Al in Digital Advertising (last visited Sept. 29, 2025), available at,

https://www.ieee.org/ai-digital-advertising.
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control over their personal information. Under the Act, individuals have the right to know
what data a business collects about them, request the deletion of such data, opt out of its sale
or sharing, correct inaccuracies, and restrict the use of sensitive personal information.”
Businesses falling within the scope of the CCPA—primarily for-profit entities that meet
thresholds concerning annual revenue or data processing volumes—are required to provide
transparent privacy notices, implement reasonable security safeguards, respond to consumer
requests within prescribed timeframes, and ensure that no discrimination occurs against

individuals who exercise their rights.

The CCPA also strengthens consumer protections by enhancing data breach accountability.
Specifically, it establishes a private right of action for individuals whose non-encrypted or
non-redacted personal data has been exposed due to a business’s failure to maintain adequate
security procedures. In this respect, the Act not only empowers consumers but also
incentivizes organizations to adopt more rigorous data protection practices, marking a pivotal

step in the evolution of privacy regulation in the United States.
5.3 India's Evolving Privacy Jurisprudence

The Supreme Court of India's landmark ruling in the Justice K.S. Puttaswamy v. Union of
India case completely changed the game for Indian constitutional law, unanimously declaring
the right to privacy a fundamental right. This wasn't just a small change; it definitively ended
years of legal confusion and reversed older judgments, anchoring the right in Articles 14, 19,
and 21 of the Constitution. The Court made it clear that privacy is inseparable from a person's
dignity and liberty. Therefore, if the government wants to step into that private sphere, it
needs a truly compelling reason and must pass a strict, three-part test: the intrusion must be
based on a valid law (legality), serve a proper state goal (necessity), and be the absolute least
invasive way to achieve that goal (proportionality). Crucially, the judgment also recognized
sexual orientation as a private matter, laying the essential legal groundwork that would

** The impact of

eventually lead to the decriminalization of homosexuality in India.
Puttaswamy extended well beyond the case itself. Before this decision, India lacked a clearly
articulated fundamental right to privacy, resulting in inconsistent jurisprudence. By
constitutionalizing privacy, the Court created a normative imperative for a robust data

protection regime. The judgment thus served as a direct catalyst for legislative developments,

%5 California Consumer Privacy Act of 2018, Cal. Civ. Code §§ 1798.100-199.100 (West 2023).
% Navtej Singh Johar v. Union of India, (2018) 10 SCC 1 (India).

12
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most notably the Digital Personal Data Protection Act (DPDPA), 2023. While the DPDPA
has faced criticisms regarding exemptions and enforcement, its enactment undeniably reflects
the constitutional mandate laid down in Puttaswamy. In this way, the ruling not only elevated
privacy from an implied principle to a constitutionally entrenched right but also reshaped

India’s legislative and policy framework on digital governance and data protection.

5.3.1 The Digital Personal Data Protection Act (DPDPA), 2023: Key Features, Rights,
and Obligations

The Digital Personal Data Protection Act (DPDPA), 2023 constitutes India’s most
comprehensive framework for digital data protection to date. It governs the processing of
digital personal data within the country, whether collected online or digitized from offline
sources, and extends extraterritorially to data processing outside India if it relates to offering

goods or services within the nation.”
5.3.1.1 Key Features of the DPDPA include:

Consent-Based Processing: The Act requires explicit consent for lawful processing. Data
Fiduciaries must provide clear notice specifying the type of data collected and its purpose.

Individuals retain the right to withdraw consent at any time.*®

Data Principal Rights: Individuals, termed Data Principals, are granted rights including
access to their personal data, correction and erasure of data, nomination of a representative in
case of death or incapacity, and avenues for grievance redressal (DPDPA, 2024; PRS India,
2025; Tsaaro, n.d.).

Data Fiduciary Obligations: Entities controlling the purpose and means of data processing
must ensure data accuracy, implement robust security measures, notify the Data Protection
Board of India and affected individuals in case of breaches, and erase data once its intended

purpose is fulfilled.

Cross-Border Data Transfer: Transfers of personal data outside India are permitted except

to countries specifically “blacklisted” by the central government.

Data Protection Board of India (DPBI): The Act establishes the DPBI as an adjudicatory

" Information Technology (Intermediary Guidelines and Digital Media Ethics Code) Rules, 2021, Gazette of
India, Feb. 25, 2021.
28 Digital Personal Data Protection Act, No. 22 of 2023, INDIA CODE.
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authority to monitor compliance, impose penalties, and address grievances.

Penalties: Non-compliance attracts substantial financial penalties, including fines up to 3250

crore for failures in implementing security safeguards to prevent data breaches.

5.3.2 Landmark Cases: Aadhaar, WhatsApp Privacy Policy, and Surveillance

Controversies

India’s privacy jurisprudence continues to evolve through landmark cases and regulatory

challenges that test the limits of privacy in the digital era.

5.3.2.1 Aadhaar Judgment (2018): Building on the Puttaswamy precedent, the Supreme
Court in Aadhaar v. Union of India (2018) upheld the constitutionality of the Aadhaar unique
identification system but struck down its mandatory use in private-sector contexts, including
banking and mobile services. The Court applied the Puttaswamy proportionality framework,
emphasizing that indiscriminate data collection without a legitimate and proportionate

purpose constitutes a violation of privacy rights.*

5.3.2.2 WhatsApp Privacy Policy Controversy (2021): Legal and public scrutiny arose
when WhatsApp revised its privacy policy to share certain data with its parent company,
Meta. Concerns centered on the commercial exploitation of personal communications,
highlighting the necessity for transparent and accountable data practices in the digital

domain.

5.3.2.3 IT Rules, 2021 and Traceability: The Information Technology (Intermediary
Guidelines and Digital Media Ethics Code) Rules, 2021, introduced a mandate for the
traceability of messages on platforms like WhatsApp. This requirement poses a direct
challenge to end-to-end encryption, a fundamental aspect of digital privacy, and is currently
under judicial review by the Delhi High Court to assess compatibility with the principles

established in Puttaswamy.

5.3.2.4 Pegasus Spyware Controversy: Alleged surveillance of journalists, activists, and
political figures through Pegasus spyware exposed the dangers of unchecked state

surveillance, emphasizing the critical need for accountability, oversight, and safeguards in the -V

deployment of sophisticated monitoring technologies.

2 Indian Journal of Law, Society and Security, n.d., https://www.examplel.com; International Association of rYv >
Privacy Professionals (IAPP), n.d., https://www.example2.com; Privacy  Library, n.d.,
https://www.example3.com.
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6. Mitigating Digital Privacy Vulnerabilities

Privacy-by-Design (PbD) is a fundamental, proactive approach to privacy safeguarding that
mandates integrating privacy protections directly into the architecture and processes of
systems and services from their initial conception. Moving past the traditional, reactive, and
compliance-focused models, PbD treats data minimization—collecting only the essential
personal data for a specified, legitimate purpose—as a core principle. This philosophy makes
user confidentiality an inherent, prioritized feature across the entire product lifecycle,
simplifying data management and significantly mitigating risk from breaches. By embedding
ethical privacy considerations, such as transparent data usage, opt-in consent, and granular
user controls, PbD transforms privacy from a secondary legal concern into a foundational
component of innovation and a default setting for technological development, ultimately

fostering a culture that respects and empowers user rights.

7. Conclusion

Our whole idea of privacy has been completely transformed by the digital age. It's not about
being alone anymore; it's about controlling our own personal information. This new
environment is risky because companies hoard huge amounts of data, Al is everywhere, and
we are always using social media and smart devices. Often, we don't even realize we're
giving up our data, and underlying algorithms can unfairly lead to digital discrimination.
Plus, the feeling of constant surveillance can pressure people to self-censor. To push back,
significant new laws have emerged—Ilike the GDPR in Europe, CCPA in California, and
India's DPDPA—to protect us and give us back control over our data. These are positive
steps, but they aren't perfect; some laws have big loopholes for governments or they lack
strong enforcement. Ultimately, truly securing our privacy moving forward requires more
than just better laws and global teamwork; it also demands smart technologies—Ilike
Privacy-Enhancing Technologies (PETs)—to keep our data safe while still letting it be useful.
Protecting our data isn't just a technical problem; it's absolutely vital for defending our

dignity, autonomy, and democracy.
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